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Abstract
Despite efforts by DRAM vendors to mitigate Rowhammer, it is
still a potent attack vector. CPU vendors are reluctant to deploy
deterministic mitigations against Rowhammer due to the high cost
that needs to be paid for the most vulnerable DRAM device, even
though an average DRAM device is considerably less vulnerable.
The main reason for this high cost is the need to track an increas-
ing number of aggressor rows with the worsening Rowhammer
threshold. Our proposed in-CPU mitigation, called CHaRM, breaks
this dependency by efficiently mapping a large number of rows
to a fixed number of hashed counters. Since multiple rows are
now mapped to a limited number of counters, collisions can occur.
To avoid excessive mitigative refreshes upon collisions, CHaRM
deploys a checkpointing mechanism that saves the state of rows
evicted from the table. When a row is activated again, CHaRM re-
stores its checkpointed value and resumes tracking. Our evaluation
shows that CHaRM incurs negligible slowdown, below 1% across all
Rowhammer thresholds, while improving area, power, and energy
by 3.8×, 4.4×, and 8.2×, respectively, for Rowhammer threshold of
1K compared to the state of the art.

CCS Concepts
• Security and privacy → Hardware attacks and countermea-
sures; • Computer systems organization→ Architectures.
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1 Introduction
Rowhammer is a phenomenon in DRAM devices first reported in
2014 [26], where repeatedly activating an aggressor DRAM row
causes bits to flip in physically adjacent victim rows. Rowhammer
has been exploited in numerous attacks to compromise the security
of modern computing systems [5, 11, 23, 29, 31, 39, 43, 46, 49, 51, 52].
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Mitigations deployed by the DRAM vendors have proven to be in-
sufficient [12, 16, 20], and the CPU vendors are reluctant to deploy
deterministic mitigations since they require a large number of ex-
pensive counters to provide comprehensive security guarantees
for all possible DRAM devices, particularly for those that are most
vulnerable to Rowhammer. We show in this paper that by breaking
the dependency between the number of counters and the degree
of Rowhammer vulnerability, it is possible to design an in-CPU
Rowhammer mitigation using a very small number of counters
with strong deterministic security guarantees.

Optimal frequent item tracking. A deterministic Rowhammer
mitigation requires tracking the activation count of rows, and once a
counter reaches a certain threshold (adjusted based on the Rowham-
mer threshold), it triggers mitigative actions. State-of-the-art mit-
igations [36, 37, 44] deploy a classic algorithm, Misra-Gries [35],
that provides the optimal number of counters to track frequent
items in a stream of items that have appeared more than a specific
threshold. The number of counters in the Misra-Gries algorithm is
specified based on the Rowhammer threshold that the mitigation
targets to support; to support lower thresholds, more counters are
needed, introducing two challenges:

Challenge 1: The first limitation of using optimal trackers is
lack of flexibility; a comprehensive in-CPU mitigation requires
to support arbitrary Rowhammer thresholds. Such a mitigation
hence needs to provision for the worst-case thresholds, and for such
thresholds, the optimal number of counters using the Misra-Gries
algorithm become prohibitively large (thousands per bank). This
limitation renders state-of-the-art in-CPU mitigations impractical
for real-world deployment.

Challenge 2: The second limitation of optimal trackers is their
inefficient use of the counters. The Misra-Gries algorithm requires
to look up all the entries upon each row activation and check if
the activated row hits in the counter table, and based on its ex-
istence, it either increments the associated counter or updates a
spillover counter. Unfortunately, implementing such counters using
searchable CAM structures is complex and incurs high area, power,
and energy overheads. This becomes even more impractical to im-
plement for low Rowhammer thresholds where the Misra-Gries
algorithm requires thousands of counters for a DRAM device (e.g.,
1.3𝑘 counters for a Rowhammer threshold of 2K and 5.3𝑘 counters
for a threshold of 512).

Breaking the counter-threshold dependency. Our goal is
to develop a tracker that is (1) flexible — providing a configurable
security-efficiency trade-off, and (2) efficient — using only sim-
ple SRAM structures without requiring expensive operations for
each counter update. We make a key observation that breaking
the dependency between the required number of counters and
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a target Rowhammer threshold can achieve this goal. Breaking
the counter-threshold dependency enables the design of a mitiga-
tion that do not require searching in the CAM structure and voids
the need for a large number of counters for tracking aggressors.
We achieve this objective in the design of CHaRM (Checkpointed
Hashed Rowhammer Mitigation), the first tracker to require fewer
counters than the optimal number used by the Misra-Gries algo-
rithm, while relying on much simpler SRAM structures, enabling
practical adoption. The main idea behind CHaRM is to use a simple
SRAM-based counter table, where each entry keeps track of the acti-
vation count for the most-recently accessed rows. These entries are
mapped using a hash function, similar to many existing structures
inside CPUs (e.g., a fixed-size CPU data cache handling a variable
amount of DRAM). Having fewer counters than the number of rows,
CHaRM needs to handle evictions efficiently and securely. Our per-
formance evaluation, however, shows that naively mitigating every
row that gets evicted from the table introduces an intractable per-
formance overhead; 29% on average for SPEC CPU2017 applications
even when using a very large 512-entry counter table.

Checkpointing hashed counters. We notice that the main
reason for the excessive performance overhead is that the majority
of evicted (and mitigated) rows are still far from reaching the acti-
vation threshold. To avoid this, CHaRM checkpoints the counter
values upon eviction, rather than triggering a mitigation. By check-
pointing the counter values, we ensure that we will not lose the
tracking of the evicted rows and if these rows are activated again,
we initialize their counter with the checkpointed value. To store
counter checkpoints, we use a second table, similar to the counters
table: a SRAM structure where a hash function assigns rows to the
checkpoint entries. Since we avoid storing per-row checkpoints,
multiple rows can share checkpoint entries, and we always apply
positive updates to ensure tracking the maximum activation count.
Finally, a mitigation is triggered only if the counter value or the
checkpoint value of an activated row reaches the threshold. This
design guarantees deterministic and precise row tracking while
remaining efficient and flexible.

Given CHaRM’s flexibility, it can be configured to either optimize
for performance, or power/area/energy, while providing a compre-
hensive security for arbitrary Rowhammer thresholds. We show
that with only a 16-entry counters table and a 128-entry check-
points table (i.e., 0.2𝐾𝐵 SRAM per bank), CHaRM incurs only 0.49%
performance overhead for Rowhammer threshold of 2𝐾 . To support
a low threshold of 512, CHaRM incurs 0.85% performance overhead
with a 128-entry counters table and 512-entry checkpoints table
(i.e., 0.8𝐾𝐵 SRAM per bank). Compared to the state of the art [36],
CHaRM incurs negligible performance overhead and significantly
improves area, power, and energy, for example, by 3.8×, 4.4×, and
8.2×, respectively, for Rowhammer threshold of 1𝐾 with simpler
hardware. Finally, we further discuss and evaluate the deployabil-
ity of CHaRM when considering the maximum number of DRAM
devices that can be installed in client and server systems.

Contributions. Summarizing, our contributions are as follows:

• We present CHaRM, a novel in-CPU mitigation that breaks the
dependency between the number of required counters and the
target Rowhammer threshold. This allows CHaRM to securely
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Figure 1: (a) The integration of CPU and DRAM; Memory
Controller (MC) orchestrates and monitors DRAM accesses,
including Direct Memory Access (DMA) requests. (b) DRAM
organization; data address is used to select a rank, a bank and
a row to store the data. (c) In reading and writing data, the
associated row is activated using the ACT command, which
connects it to the row buffer, and (d) the bank is deactivated
using a precharge PRE command.

support a flexible Rowhammer threshold with a fixed area
overhead, making its practical deployment attractive.

• We show how to efficiently realize CHaRM using checkpointed
hashed counters to avoid excessive mitigative refreshes when
many rows are mapped to a limited number of activations
counters;

• We extensively evaluate the efficiency and security of CHaRM
and demonstrate its significant benefits compared to the state-
of-the-art mitigations;

• We discuss and evaluate deploying CHaRM in real-world se-
tups where multiple devices can be attached to the CPU.

Artifacts. You can find more information about CHaRM, includ-
ing artifacts for the experiments in this paper, using the following
link: https://comsec.ethz.ch/charm.

2 Background
We provide the necessary background to understand the motiva-
tions and details of this paper. Section 2.1 provides a brief discussion
about the DRAM architecture and its operations. Section 2.2 intro-
duces Rowhammer attacks and Section 2.3 discusses the existing
mitigations and their limitations.

2.1 DRAM Organization and Operations
DRAM is themost commonmainmemory technology used by CPUs
to store data. Memory Controller (MC) is the unit in a CPU that
orchestrates and monitors memory accesses (Figure 1(a)). In case of
a Last-Level Cache (LLC) miss, MC uses an addressing function to
select the location of the data inside the DRAM and uses different
commands to operate the DRAM devices. In addition, while Direct
Memory Access (DMA) requests from other devices bypass the CPU
cores, they are still routed through the MC, which is the only unit
that communicates with the DRAM devices.

DRAM organization. A DRAM device is organized as a hi-
erarchy of different structures, consisting of multiple ranks and

https://comsec.ethz.ch/charm
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Table 1: DDR5 timing parameters.

Parameter Description Timing

tRC the minimum time between same-bank ACTs 46 ns
tRP the time to precharge an open row 14 ns
tRAS the minimum time for a row to be open 32 ns
tREFI the average time period of consecutive REFs 3.9 µs
tREFW the refresh window 32ms
tRFC the execution time of the REF command 410 ns

each rank has multiple banks. Each bank is organized as a matrix
where each cell stores one bit of information (using a capacitor).
Figure 1(b) shows an overview of the DRAM organization. The
addressing function uses the data address to select a specific rank,
bank, and row to read/write the data.

DRAM commands and operations. The MC determines the
location of data that needs to be read or written. Then, using the
addressing function, it sends an ACT command to activate the spec-
ified row. Once the row is activated, its cells are connected to a
row buffer, which is used to read or write the data. To deactivate
the bank, the MC sends a PRE command that precharges the bank.
Since DRAM cells (capacitors) lose charge over time, MC needs to
periodically send REF commands to refresh the cells.

DRAM timings. JEDEC standards [22] specify the timing re-
quirements of a DRAM technology, which the MC should respect
to ensure correct functionality of the device. Table 1 shows some
of the timing parameters of DDR5. For example, the MC is required
to send REF commands periodically on average every tREFI . Peri-
odic REFs are necessary to ensure the DRAM device can internally
refresh all rows within a specific window, referred to as tREFW . In
other words, the DRAM ensures that all rows are refreshed at least
once within a tREFW .

2.2 Rowhammer
Rowhammer is a phenomenon that occurs because of charge leak-
age of a row inside DRAM when one of its physical neighbors is
repeatedly activated. By repeatedly activating an aggressor row,
the adjacent rows (i.e., the victim rows) lose charge faster, and
over time, it becomes more probable that a bitflip occurs in victim
rows before they are naturally refreshed within the refresh window
(tREFW ). Kim et al. [26] explore the implications of this phenom-
enon for the first time on real DRAM devices and show that they
can cause bitflips with 139𝐾 aggressor activations in DDR3. Later
studies show that DDR4 devices can experience a bitflip with much
fewer activations (9.6𝐾 activations in LPDDR4 [24]). Recent studies
also demonstrate bitflips in modern DDR5 devices [13, 21].

Figure 2 shows two Rowhammer attack patterns: (a) single-sided,
and (b) double-sided. In a single-sided pattern, an aggressor row
is activated 𝑁 times (row 𝐴𝑛 in Figure 2(a)) that means the two
adjacent victim rows are hammered 𝑁 times (rows 𝐴𝑛−1 and 𝐴𝑛+1
in Figure 2(a)). A double-sided pattern amplifies the Rowhammer
effects by sandwiching a victim row (row𝐴𝑛 in Figure 2(b)) with two
aggressor rows (rows 𝐴𝑛−1 and 𝐴𝑛+1 in Figure 2(b)). By activating
each aggressor row 𝑁 times, the sandwiched victim is hammered
2 × 𝑁 times. In Rowhammer literature, blast radius (𝐵) refers to the
number of physical adjacent rows on each side of an aggressor that
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Figure 2: Rowhammer attack: (a) single-sided pattern, and
(b) double-sided pattern.
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Figure 3: Number of optimal counters based on the Misra-
Gries algorithm and a target activation threshold.

are hammered when the aggressor is activated. For example, a blast
radius of 1 means that only the two immediate physical neighbors
of the aggressor are affected.

Throughout this paper, we refer to Rowhammer threshold (i.e.,
𝑅𝑡ℎ𝑟𝑒𝑠ℎ) as the cumulative required number of activations to the
adjacent aggressor(s) for causing a bitflip in a victim row. This defini-
tion does not put any constraint on either the number of aggressors
or how the activations are distributed between the aggressors. For
example, for 𝑅𝑡ℎ𝑟𝑒𝑠ℎ = 512 and 𝐵 = 2, three of the aggressors can be
activated 32 times and one aggressor 416 times. Considering a blast
radius 𝐵 = 1, a double-sided Rowhammer threshold (i.e., 𝑅𝑡ℎ𝑟𝑒𝑠ℎ𝐷 )
is half of the 𝑅𝑡ℎ𝑟𝑒𝑠ℎ , because each aggressor in the double-sided
pattern needs to be activated only half as often. Some prior mitiga-
tions [36, 42, 44] present the double-sided Rowhammer threshold
(𝑅𝑡ℎ𝑟𝑒𝑠ℎ𝐷 ) as the supported Rowhammer threshold and implicitly
assume a blast radius of 1.

2.3 Rowhammer Mitigations
There have been extensive research on Rowhammer mitigation
in the past 11 years. All mitigations can be categorized into (1)
deterministic [36, 37, 42], and (2) probabilistic approaches [26]. In
this work, we focus on deterministic mitigations as they provide
more comprehensive and deterministic guarantees. In Section 10.1,
we provide a more detailed discussion about the limitations of
probabilistic mitigations.

A deterministic mitigation mainly requires a tracker that moni-
tors the row activations and issues additional refreshes (referred to
as victim row refreshes) to mitigate the rows that have reached a crit-
ical activation threshold (referred to as 𝐴𝑡ℎ𝑟𝑒𝑠ℎ). A naive approach
to implement a tracker is to store per-row activation counters, but
this approach is not efficient and requires prohibitively large space
(2.5𝑀𝐵 for a DRAM device with 32 banks and 64𝐾 rows per bank).

Misra-Gries. State-of-the-art mitigations rely on frequent item
tracking methodologies like Misra-Gries [35] to implement more
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Table 2: Flexibility ofABACuS vs. CHaRM. Each cell shows the performance overhead for SPECCPU2017 for a givenRowhammer
threshold and storage budget. ✗ means that the design does not support the specified threshold with the given storage budget.

𝑅𝑡ℎ𝑟𝑒𝑠ℎ

ABACuS [36] CHaRM (this work)
Storage (CAM)* Storage (SRAM)*

1KB 2KB 5KB 10KB 20KB 40KB 1KB 2KB 5KB 10KB 20KB 40KB
512 (extreme case) ✗ ✗ ✗ ✗ ✗ 0.14% 32.6% 26.0% 15.4% 7.2% 1.9% 0.16%
1024 ✗ ✗ ✗ ✗ 0.0% 0.0% 25.3% 16.1% 6.0% 1.2% 0.0% 0.0%
2048 (near future) ✗ ✗ ✗ 0.0% 0.0% 0.0% 15.2% 6.4% 0.8% 0.0% 0.0% 0.0%
4096 ✗ ✗ 0.0% 0.0% 0.0% 0.0% 5.6% 0.8% 0.0% 0.0% 0.0% 0.0%
8192 (current) ✗ 0.0% 0.0% 0.0% 0.0% 0.0% 0.6% 0.0% 0.0% 0.0% 0.0% 0.0%

* Here, the storage numbers do not distinguish between SRAM and CAM structures. However, CHaRM only
uses efficient SRAM structures while ABACuS uses complex CAM structures to implement counters.

area-efficient trackers where they use fewer, but optimal number
of counters to track all the rows that have been activated more
than a certain threshold. Upon each row activation, Misra-Gries
algorithm searches all entries of an 𝑁 -entry table to check if the
activated row already exists inside the table. In case of a table hit,
the associated counter of the entry is incremented. In case of a table
miss, a spillover counter determines the insertion of the row into
the table. The spillover counter contains the maximum activation
count of all rows that are not tracked in the table. Hence, if an entry
inside the table has the same counter value of the spillover counter
its row address is replaced by the activated row. Otherwise the
spillover counter is incremented.

Misra-Gries algorithm specifies that 𝑁𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑠 is the optimal
number of counters to track all the rows activated more than 𝑇
times during the last𝑊 activations:

𝑁𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑠 >
𝑊

𝑇
− 1 (1)

For example, if a tracker wants to track all the rows activated more
than 𝑇 = 512 during a refresh window (tREFW = 32ms):

𝑊 =
tREFW − 8192 × tRFC

tRC
= 623𝐾

then it requires𝑁𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑠 = 623𝐾
512 +1 = 1360 counters. Figure 3 plots

the number of optimal counters for a target activation threshold.
As you can see, the number of required counters exponentially
increases for lower threhsolds.

Several prior work deploy the Misra-Gries algorithms to size the
number of counters to track aggressor rows and their activation
count [25, 33, 36, 37, 44, 45]. While Misra-Gries provides the optimal
number of counters, it still suffers from two fundamental limita-
tions: (1) it lacks the trade-off flexibility between the supported
threshold, storage, and performance. Performance overhead and
storage is solely determined by the target threshold. (2) It requires
complex and inefficient CAM structures since it needs to search
all the entries at every row activation. To remedy this issue, ABA-
CuS [36], the state of the art, proposes sharing the counters among
all banks, instead of using a copy for each individual bank. While
this approach improves the area and efficiency of prior work [37], it
still suffers from the same fundamental limitations of such optimal
aggressor tracking and requires thousands of counters to support
low thresholds (e.g., 5.3𝐾 counters to support 𝑅𝑡ℎ𝑟𝑒𝑠ℎ = 512). It
is prohibitively expensive to implement such large numbers of
counters using CAM structures.

In this work, we take a step back and rethink how to design an
in-CPU tracker that is both flexible and efficient, advancing the
state-of-the-art at both fronts, and more importantly, enabling the
adoption of a strong and practical Rowhammer mitigation in CPUs.

3 Motivation
As we discussed in Section 2.3, state-of-the-art in-CPU trackers
use Misra-Gries to size the counter tables to support a specific
𝑅𝑡ℎ𝑟𝑒𝑠ℎ . However, they come with two fundamental limitations: (1)
flexibility, and (2) efficiency. We elaborate on these challenges.

3.1 Challenge 1: Flexibility
According to Equation 1, to support a specific Rowhammer thresh-
old using the Misra-Gries algorithm, the number of counters is fixed
and cannot provide any guarantees for lower thresholds. Table 2
shows the performance overhead of ABACuS for SPEC CPU2017
workloads for different Rowhammer thresholds and a given stor-
age budget for the tracker. While ABACuS shows negligible per-
formance overhead for the thresholds that it supports, it cannot
provide any security guarantees for lower thresholds when the
storage is fixed. This trade-off is not appealing for CPU vendors to
implement a Rowhammer mitigation, because of two main reasons:
(1) A comprehensive mitigation requires to support any arbitrary

Rowhammer threshold (both to supportmore vulnerable DIMMs
in the future, and also, to support different existing DIMMs that
can have different Rowhammer thresholds), and this means
that they have to be prepared for the extreme cases (like
𝑅𝑡ℎ𝑟𝑒𝑠ℎ = 512) which requires at least 40𝐾𝐵 of CAM coun-
ters for ABACuS.

(2) A practical mitigation requires minimal complexity and area
overhead, where ABACuS provides this only at high thresholds
(e.g.,𝑅𝑡ℎ𝑟𝑒𝑠ℎ = 8𝐾 ) whichmight be sufficient for average DDR4
devices [17], but will not provide any security guarantees at
lower thresholds.

Hence, an in-CPU mitigation should provide a flexible trade-
off between security and efficiency to achieve both practicality
and comprehensive security guarantees for future Rowhammer
thresholds (even if the cost is higher performance overhead).

Challenge 1: How to design a flexible in-CPU mitigation to
support arbitrary Rowhammer thresholds with a limited and
fixed storage budget?
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We will present our tracker, CHaRM, in Section 5 to meet the
flexibility requirement of in-CPU trackers. Table 2 demonstrates
the flexibility of CHaRM which supports any given 𝑅𝑡ℎ𝑟𝑒𝑠ℎ with
any storage budget. For example, while ABACuS fails to provide
protection for 𝑅𝑡ℎ𝑟𝑒𝑠ℎ = 4096 with 2𝐾𝐵 storage, CHaRM provides
protection with a performance overhead of only 0.8%. CHaRM
incurs higher performance overhead for extremely small thresholds
and low storage budgets, but it is still able to provide strong security
guarantees and allows the CPUs to have a mitigation in place for
such extreme cases. CHaRM achieves this flexibility by breaking
the dependency between the number of required counters and the
target Rowhammer threshold for the first time.

3.2 Challenge 2: Efficiency
The next limitation of prior work is efficiency. As we discussed in
Section 2.3, an optimal frequent item tracker looks up the entire
counters table at each row activation using complex and expen-
sive CAM structures. To implement this tracker for near future
thresholds of sub-1000, thousands of entries are required. This is
prohibitively expensive for practical deployment inside the CPU.
A tracker ideally only uses efficient SRAM structures with tagless
entries. However, a naive approach of storing per-row counters for
each bank requires 2.5𝑀𝐵 (32 banks and 64𝐾 rows per bank) which
is also prohibitively large.

Challenge 2: How to design an efficient in-CPU tracker only
using tagless SRAM counter tables?

The design of CHaRM overcomes these challenges using hashing
and checkpointing. We begin with a simple SRAM-based counter
table, containing a small number of entries (N ≪ 64𝐾), and use
a hash function to assign each activated row to an entry. Each
entry tracks the activation count and the row address of the row
currently occupying the entry. In the event of a collision in the
counter table, we use a second table—again with a small number of
entries (C ≪ 64𝐾 )—to store a checkpoint of the activation count for
the evicted row. Entries in the checkpoint table are also assigned
using a hash function.

In section 5, we provide a step-by-step and detailed description
of CHaRM mechanisms.

4 Threat Model
We assume an attacker that can run arbitrary code on the system
with the aim of causing a bit to flip in an attached DRAMdevice with
a Rowhammer threshold of 𝑅𝑡ℎ𝑟𝑒𝑠ℎ . We do not hold any assumption
on the specific locations inside DRAM that the attacker can affect;
all rows are assumed to be at the risk of corruption and accessible
by the attacker. The attacker can access DRAM at desired locations
and speed without violating the specification of the DRAM protocol.
We aim to design an in-CPU mitigation that stops the attacker from
accessing any row inside DRAM for more than 𝑅𝑡ℎ𝑟𝑒𝑠ℎ before the
adjacent rows are refreshed with a preventive mitigation. Physical
attacks on the system are outside the scope of this paper.

5 CHaRM Design
To solve Challenge 1 and Challenge 2, we propose CHaRM to
provide an efficient and flexible tracker. We build the final design of

CHaRM using two key insights: hashing and checkpointing. CHaRM
uses victim row refreshes for mitigation, and its high-performance
design minimizes the number of these additional refreshes. To
showcase the effect of our design choices, we show the fraction of
additional refreshes for memory-intensive workloads from SPEC
CPU2017 (i.e., the workloads with high row buffer misses per 1K
instructions). We provide the details of our simulation setup as well
as results from running the full SPEC CPU2017 in Section 7.

5.1 First Version: CHaRM-hashed
For the first version of CHaRM, we only include a Counters Table
(CNT) for each bank, with a configurable number of entries (denoted
as 𝑁 ). Ideally, we like to get an acceptable performance with a small
number of entries in the CNT.

CNT lookup. Upon an ACT command that activates row A, an
entry in the CNT needs to be assigned to the activated row to count
the number of its activations. One possibility to implement CNT
is to use a CAM structure to search for entries. However, as we
discussed CAM structures are inefficient w.r.t. to both power and
area, and it is more desired to only use SRAM structures. To achieve
this, we use a hash function to assign an entry in the CNT to an
activated row. Hash functions are widely used in CPUs to enable
fast lookups and an even distribution of items across table entries.
Figure 4 shows the CHaRM-hashed design:

Bank Bn

ACT countRow AddressOccupied Bit

1A1

ACT (Row A, Bank Bn) 

ℎ!(𝑥)

A

ℎ!(A)
N

Counters Table (CNT)

Figure 4: CHaRM-hashed design.

CNT entry structure. For each entry, three fields are stored: (1)
Occupied Bit which indicates if the entry is empty or occupied by
an activated row, (2) Row Addresswhich indicates the address of the
occupying row, and (3) ACT Count which indicates the activation
count of the occupying row.

CNT insertions/evictions. Upon each ACT that activates row
A, we use the hash function ℎ1 (𝑥) to determine which entry of the
CNT is mapped to the row A (i.e., ℎ1 (A) is used as the index). If the
entry is already occupied by row A (i.e., the Occupied Bit is set
and the Row Address matches the address of row A), the counter is
incremented. Otherwise, if the CNT entry is occupied by another
row (i.e., the Occupied Bit is set and the Row Address does not
match row A), the current occupying row is evicted and immedi-
ately mitigated (issuing victim row refreshes). In other words, a
mitigation is triggered in this design under two conditions:

(1) an entry in the CNT is evicted;
(2) the counter of an entry reaches the 𝐴𝑡ℎ𝑟𝑒𝑠ℎ .

Note, that we need to mitigate the evicted rows since they are not
tracked anymore once they are evicted.

This design can be appealing if we achieve an acceptable perfor-
mance with a reasonable storage for the CNT. For 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512,
each entry of the CNT requires 1 bit for the Occupied Bit, 16
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Figure 5: The fraction of victim row refreshes compared to the total number of refreshes in CHaRM: (a) CHaRM-hashed where
only a Counters Table is used per bank, (b) CHaRM-checkpointed where a Counters Checkpoint Table is added. A performant
design should have a low number of additional victim row refreshes (near zero fraction of normal refreshes). 𝐴𝑡ℎ𝑟𝑒𝑠ℎ is 512.

bits for the Row Address (considering 64𝐾 rows per bank), and
𝑙𝑜𝑔2 (𝐴𝑡ℎ𝑟𝑒𝑠ℎ) = 9 bits for the ACT Count (i.e., 26 bits per entry).
The storage cost of the CNT is 26 × 𝑁 bits. Figure 5(a) shows the
fraction of mitigative victim row refreshes compared to the total
number of refreshes (i.e., 90% means that 90% of the total refreshes
are mitigative victim refreshes and only 10% of them are for natural
refresh traffic), and different number of CNT entries within a 2𝐾𝐵
budget per bank (i.e., 𝑁=64, 128, 256, 512); it appears that the rate of
mitigations is significant in all these cases, with more than 90% of
refreshes for mitigation, that results in 28.9% performance overhead
across SPEC CPU2017 workloads when 𝑁=512. Even a large CNT
with 2048 entries incurs a performance overhead of 20.2%.

The main limitation of the CHaRM-hashed is that evictions are
very expensive: each CNT eviction triggers a mitigation. However,
not all evicted rows need mitigation since in most cases their acti-
vation count have not reached the 𝐴𝑡ℎ𝑟𝑒𝑠ℎ .

Question: How to avoid issuing victim row refreshes for an
evicted row without losing its tracked state (i.e., the activation
count)?

The second version of CHaRM aims to address this question.

5.2 Second Version: CHaRM-checkpointed
Our key insight to address the excessive rate of victim row refreshes
upon CNT evictions is to add a Counters Checkpoint Table (CCT).
The main idea of the CCT is to keep track of the activation count
of the rows that are evicted from the CNT, and if the evicted row is
activated again in the future, to initialize its ACT Count with the
checkpointed value. Figure 6 shows an overview of the CHaRM-
checkpointed design.

Bank Bn

ACT countRow AddressOccupied Bit

CCT[ℎ!(A)]A1

ACT (Row A, Bank Bn) 
A

ℎ!(A)

Checkpoint

N

Counters Table (CNT)Counters Checkpoint 
Table (CCT)

C
ℎ!(𝑥)ℎ"(𝑥)ℎ"(A)

Figure 6: CHaRM-checkpointed design.

CNT entry eviction. Upon each CNT entry eviction, we use a
second hash function ℎ2 (𝑥) to assign an entry in the CCT to the
evicted row. The checkpoint value in this entry is updated if the
activation count of the evicted row is higher than the current value.

CNT entry insertion. Upon the insertion of row A to the CNT,
the ℎ2 (A) is used to get the checkpointed activation count for row
A from the CCT, and this checkpoint value is used to initialize the
ACT Count when inserting this row to the CNT. Note, that if the
checkpoint value retrieved for row A is 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 then it means
that this row requires mitigation, and we issue mitigative refreshes
without inserting the row to the table.

CCT and CNT resets. Since the checkpoint values in the CCT
only increase over time and will eventually reach the 𝐴𝑡ℎ𝑟𝑒𝑠ℎ , we
reset both CCT and CNT tables every tREFW (32ms in DDR5). Note,
that an in-CPU mitigation cannot perform fine-grained counter
resets at REFs since it does not have the knowledge of which specific
rows are internally refreshed at each REF. In Section 6, we discuss
the impact of table resets on the supported Rowhammer threshold
𝑅𝑡ℎ𝑟𝑒𝑠ℎ .

This design prevents issuing mitigative victim row refreshes
upon each CNT entry eviction. Victim row refreshes are issued
only if the ACT Count of a CNT entry reaches the 𝐴𝑡ℎ𝑟𝑒𝑠ℎ (or if the
checkpointed value of an activated row in the CCT is 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1).
The results in Figure 5(b) shows that using a CCT with C = 128
entries, almost all memory-intensive workloads barely issue victim
row refreshes which results in 0.95% performance overhead with
a CNT size of only 8 entries. Figure 7 shows the storage cost of
CHaRM-checkpointed and its associated performance overhead for
all SPEC CPU2017 workloads.

For a negligible performance overhead, CHaRM-checkpointed
requires only 170 bytes per bank for𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512 (0.95% overhead
for N = 8 and C = 128). In addition, while Figure 7(b) shows that
the cost of CHaRM-checkpointed increases for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128, it
incurs only 1.91% performance overhead with N = 64 and C = 512
which translates to only 544 bytes per bank for such low thresholds.
Note that CPU vendors can also now handle such low thresholds
without significant counter over-provisioning thanks to CHaRM’s
flexibility while remaining efficient and practical.
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Figure 7: The performance and SRAM cost of CHaRM-
checkpointed for two 𝐴𝑡ℎ𝑟𝑒𝑠ℎ of 512 and 128. The storage of
each design point is the sum of storage value on the y-axis
(CNT size) and the x-axis (CCT size), and each box shows
the geo-mean performance overhead (%) of SPEC CPU2017.
Colors indicate the acceptance level of the slowdown.

5.3 Final Version: Mitigation Management
In the previous section, we explained that CHaRM issues mitigative
refreshes for an aggressor row when either its counter in the CNT
or its checkpoint in the CCT reaches 𝐴𝑡ℎ𝑟𝑒𝑠ℎ . To perform precise
mitigative refreshes, we envision that an in-CPU mitigation can
use the DRFM command in DDR5, which internally refreshes the
victim rows of a specified aggressor row [22].

Since mitigative refreshes also cause activations and can po-
tentially hammer their own victims [27], CHaRM counts victim
refreshes as well. Counting mitigative refreshes can lead to sce-
narios like the one shown in Figure 8, where a single activation
triggers back-to-back mitigations. Figure 8 illustrates a situation
in which the checkpoint values of multiple adjacent rows reach
𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1. Activating any of these rows results in consecutive
mitigations for their neighboring rows.

Row A-3
Row A-2
Row A-1
Row A

Row A+1
Row A+2
Row A+3

𝐴!"#$%" − 1

𝐴!"#$%" − 1

𝐴!"#$%" − 1

𝐴!"#$%" − 1

Counters Checkpoint Table 
(CCT)

Original Aggressor

Upward direction
(Op Mode = 1)

Downward direction
(Op Mode = 2)

1

2

3

Figure 8: Handling back-to-back mitigations in CHaRM.

When row A in Figure 8 is activated 1 , it is looked up in the
CCT and immediately triggers amitigation because its checkpoint is
𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1. Mitigating row A refreshes its neighboring victim rows
A-1 and A+1 (assuming a blast radius of 1), and as discussed earlier,
these refreshes are also counted as activations. Since both A-1 and
A+1 have checkpoint values of 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1, mitigation continues
recursively to their victims.

To handle back-to-back mitigations, we deploy a simple mecha-
nism: we first continue mitigating in the upward direction from the
original aggressor 2 , and once completed, we handle mitigations
in the downward direction 3 . Figure 9 shows the final design
where we implement this mitigation management in CHaRM.

We introduce a new register called the Mitigation Management
Register (MMR), which contains two fields: (1) Op Mode, and (2)
Original Aggressor. The Op Mode has three states:

Bank Bn

ACT countRow AddressOccupied Bit

CCT[ℎ!(A)]A1

ACT (Row A, Bank Bn) 
A

ℎ!(A)

Checkpoint

N

Counters Table (CNT)Counters Checkpoint 
Table (CCT)

C
ℎ!(𝑥)ℎ"(𝑥)ℎ"(A)

Original AggressorOp Mode

Mitigation Management Register (MMR)

#counter

Saturated Checkpoints Counter (SCC)

Figure 9: Final design of CHaRM.

• Op Mode = 0: Normal mode, where no mitigation is issued
• Op Mode = 1: Mitigating in the upward direction
• Op Mode = 2: Mitigating in the downward direction
The Op Mode switches from 0 to 1 whenever a mitigation is

triggered, and the aggressor row that caused the mitigation is stored
in the Original Aggressor field of theMMR. The Op Mode remains
at 1 while mitigations continue in the upward direction. Once the
upward mitigations are completed, the Op Mode switches from 1 to
2. At this point, the Original Aggressor field is used to determine
whether mitigations should continue downward. Finally, the Op
Mode returns to 0 after all mitigations in the downward direction
are completed.

Additionally, we introduce a register called the Saturated Check-
points Counter (SCC), which tracks the number of entries in the
CCT that have reached 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 (i.e., the counter increments
whenever a CCT entry is updated to 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1). When the SCC
reaches the size of the CCT, it indicates that our mitigation manage-
ment, discussed earlier, would refresh the entire bank. In this case,
we reset both the CNT and CCT tables. In normal, benign applica-
tions, the CCT does not fully saturate and full-bank refreshes do
not occur. However, in Section 8.5, we provide a detailed discussion
and experimental results for adversarial applications.

6 Security Analysis
We now analyze the security guarantees of CHaRM. First, we de-
scribe the guarantees given by the CNT and CCT tables. Then, we
extend the analysis considering the impact of the table resets.

Security guarantees given byCNT andCCT. The first guaran-
tee of CHaRM is that no row can be activated more than𝐴𝑡ℎ𝑟𝑒𝑠ℎ −1
times without inducing a mitigative refresh to its neighbor rows.
This is straightforward from the design of CHaRM. In the simplest
case, a row is repeatedly activated, and once the associated counter
in the CNT reaches 𝐴𝑡ℎ𝑟𝑒𝑠ℎ , CHaRM will issue a refresh operation.
Instead, if different rows cause collisions and evictions from the
CNT table, the amount of times a row can be activated without
inducing a mitigative refresh is either 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 or less.

This arises from CHaRM design. The CNT count of an evicted
row is saved in the CCT, which is the value considered when the
evicted row is activated again. The saved CCT value is either pre-
served or increased, and it is not reset to zero upon a mitigative
refresh. If the collision happens only in the CNT entry, the aggres-
sor’s original CNT value will be restored from the CCT when the
row is activated again — this is equivalent to the simple case of
repeatedly activating one row. If the collision happens during an
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Figure 10: The performance and SRAM storage of CHaRM for five 𝐴𝑡ℎ𝑟𝑒𝑠ℎ thresholds of 2048, 1024, 512, 256, 128. Single-core
SPEC CPU2017 applications are used to generate these trade-off matrices. The thick borders indicate the chosen configuration
to size the tables for each 𝐴𝑡ℎ𝑟𝑒𝑠ℎ .

insertion in the CCT, the counter value is only replaced for posi-
tive updates. Therefore, once the aggressor row is activated again,
either the same value or an increased one will be used, resulting
in 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 or less activations before the mitigative refresh is
issued by CHaRM to the neighboring rows.

Because a victim row has multiple aggressors that can be used
to hammer (considering a blast radius of 𝐵), the second guarantee
of CHaRM is that no victim row can have its aggressors activated a
combined number of times higher than (𝐴𝑡ℎ𝑟𝑒𝑠ℎ−1)×𝐵×2 without
receiving a mitigative action. Given this guarantee, the maximum
number of combined victim hammer count before being refreshed
consists of three components:

(1) Maximum activation count of all aggressors before causing a
mitigation: (𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1) × 𝐵 × 2

(2) The final aggressor activation that causes a mitigation: 1
(3) The activations induced by mitigative refreshes before re-

freshing the furthest victim: 𝐵 − 1
Hence, the maximum combined number of aggressors’ hammers
before a victim refresh is:

(𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1) × 𝐵 × 2 + 1 + (𝐵 − 1) = 𝐵 × (𝐴𝑡ℎ𝑟𝑒𝑠ℎ × 2 − 1)

Note that we conservatively trigger a mitigation as soon as any of
the adjacent aggressors of a victim has reached𝐴𝑡ℎ𝑟𝑒𝑠ℎ −1, while in
practice the cumulative number of aggressors’ activations might not
be close to 𝑅𝑡ℎ𝑟𝑒𝑠ℎ when one of them reaches𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1. However,
such a conservative assumption is necessary for safe configuration
of𝐴𝑡ℎ𝑟𝑒𝑠ℎ for in-CPU mitigations because of the lack of knowledge
about the blast radius and physical layout of the rows. We provide
more detailed discussion in Section 9.4.

Security impact of the table resets. As described, the entries
of the CCT and CNT tables are reset every tREFW . In our analysis,
we consider tREFW as the time in which any row is refreshed at
least once within DRAM. These table resets are required to avoid
saturating the counters due to the normal DRAM activity. How-
ever, resetting the tables loses memory over the activated rows.
Effectively, this reduces the Rowhammer threshold that CHaRM
can secure for a given 𝐴𝑡ℎ𝑟𝑒𝑠ℎ . This is common in Rowhammer
mitigations, and similar to previous work [33, 37], the effective
secure threshold can be calculated considering an attack that is
performed before the table reset and after the table reset.

Before the tables are reset, each aggressor of the victim can be
activated 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 times, without inducing a mitigative refresh.
After the reset, the counters are zero, therefore the attacker can

Table 3: Simulation configuration.

Out-of-order processor 4 cores, 4.2 GHz, 4-wide issue, 128 ROB entries
Last-level cache (LLC) 16 MB (4 MB per core), 16-way
Memory Controller MOP4 address mapping, Open Page policy

DRAM DDR5, 1 rank, 32 banks, 64K rows-per-bank

Table 4: CHaRM configurations (considering 𝐵 = 1).

𝐴𝑡ℎ𝑟𝑒𝑠ℎ 𝑅𝑡ℎ𝑟𝑒𝑠ℎ 𝑅𝑡ℎ𝑟𝑒𝑠ℎ𝐷
CNT CCT SRAM storage Total
entries entries per bank storage

2048 8188 4094 8 32 0.07 KB 2.25 KB
1024 4092 2046 8 64 0.10 KB 3.34 KB
512 2044 1022 16 128 0.19 KB 6.12 KB
256 1020 510 32 256 0.35 KB 11.12 KB
128 508 254 128 512 0.81 KB 26.00 KB

again activate each aggressors 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 times. One last activa-
tion to an aggressor concludes the attack, as its counter becomes
𝐴𝑡ℎ𝑟𝑒𝑠ℎ reaching the highest activation count before a mitigative
refresh. Finally, mitigative refreshes induce 𝐵 − 1 activations. To
define the security of CHaRM, we consider the secure threshold as
the cumulative maximum activations minus one. Concluding, the
protected Rowhammer threshold in CHaRM is:

𝑅𝑡ℎ𝑟𝑒𝑠ℎ = (𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1) × 𝐵 × 2 + 𝐵 × (𝐴𝑡ℎ𝑟𝑒𝑠ℎ × 2 − 1) − 1
= 𝐵 × (𝐴𝑡ℎ𝑟𝑒𝑠ℎ × 4 − 3) − 1

7 Experimental Setup
Simulation. We implement CHaRM in Ramulator 2.0 [32], a cycle-
accurate DRAM simulator. Table 3 provides the details of the sim-
ulation setup that we used for the performance evaluation. The
timing parameters of the DRAM are provided in Table 1. In addition,
we use CACTI [2] to estimate area, static power, and access energy
of CHaRM and prior work.

Workloads.We evaluate all workloads from SPECCPU2017 [48],
YCSB [10], and TPC [50]. We use the SimPoint [15] representative
region and execute 200M instructions per region.

Prior work. We compare CHaRM with two prior work:
• ABACuS [36] is the state of the art that we discussed in Sec-
tion 3. It uses all-banks-shared counter tables and employs
the Misra-Gries algorithm to count the activations, reducing
the size of the tables.
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Table 5: Storage, chip area, static power, and access energy comparison of CHaRM, ABACuS, and Hydra.

Design
𝑨𝒕𝒉𝒓𝒆𝒔𝒉 = 512 𝑨𝒕𝒉𝒓𝒆𝒔𝒉 = 128

#entries #bits per #tables CAM SRAM Total Area Power Energy #entries #bits per #tables CAM SRAM Total Area Power Energy
entry Storage Storage Storage (𝑚𝑚2) (𝑚𝑊 ) (𝑝𝐽 ) entry Storage Storage Storage (𝑚𝑚2) (𝑚𝑊 ) (𝑝 𝐽 )

CHaRM (this work) - - - - 6.12KB 6.12KB 0.009 0.197 0.776 - - - - 26.00KB 26.00KB 0.031 0.545 1.844
Counters Table 16 26 32 - 1.62KB - 0.002 0.057 0.266 128 24 32 - 12.00KB - 0.015 0.258 0.901

Checkpoint Table 128 9 32 - 4.5KB - 0.007 0.140 0.510 512 7 32 - 14.00KB - 0.016 0.287 0.943
ABACuS - - - 4.14KB 5.32KB 9.46KB 0.031 0.751 5.010 - - - 15.26KB 21.23KB 36.49KB 0.075 2.267 11.154

Row ID Table 1360 16 1 2.65KB - - 0.014 0.333 2.544 5436 16 1 10.62KB - - 0.034 1.190 6.053
Counters Table 1360 9 1 1.49KB - - 0.010 0.259 1.927 5436 7 1 4.64KB - - 0.019 0.678 3.990

Siblings Vector Table 1360 32 1 - 5.32KB - 0.008 0.159 0.538 5436 32 1 - 21.23KB - 0.022 0.400 1.111
Hydra - - - - 61.56KB 61.56KB 0.053 16.507 3.420 - - - - 51.44KB 51.44KB 0.054 16.717 3.360

* Note, that the total storage numbers do not distinguish between SRAM and CAM structures, however, CAM counters are much more expensive to implement.

• Hydra [42] features in-DRAM per-row counters to track
the activation counts on a per-row basis. With in-CPU fil-
tering and caching, Hydra avoids accessing the in-DRAM
counters by using per-subarray counters that keep the ag-
gregated activation count which allow filtering activations.
See Section 10 for more discussion.

Throughout our evaluation, we use the same 𝐴𝑡ℎ𝑟𝑒𝑠ℎ to com-
pare each design point of CHaRM and prior work; all evaluated
defenses provide similar 𝑅𝑡ℎ𝑟𝑒𝑠ℎ at the same 𝐴𝑡ℎ𝑟𝑒𝑠ℎ , according to
our definition in Section 6.

8 Evaluation
In this section, we aim to answer the following questions:

(1) How can we efficiently size the CNT and CCT tables in
CHaRM, optimizing for a target Rowhammer threshold?

(2) What are the area, power, and energy overheads of CHaRM,
and how do they compare to the state of the art?

(3) What is CHaRM performance overhead for single-core and
multi-core workloads?

(4) What are the performance bounds of CHaRM against adver-
sarial workloads?

8.1 Sizing the CHaRM Tables
Thanks to CHaRM’s flexibility, CPU vendors can size the CNT and
CCT tables based on the target workloads and find the best trade-off
between security and efficiency, without compromising the security
for any given Rowhammer threshold. For example, if CHaRM is
optimized for negligible performance overhead at the threshold
of 1024, it can still be configured to support lower thresholds, but
incurs higher performance overhead.

Figure 10 shows the security-performance-storage trade-off of
CHaRM,whichwe use to size the CHaRM tables for a given Rowham-
mer threshold. The setup is similar to Figure 7; each matrix shows
the geo-mean performance overhead of CHaRM for SPEC CPU2017
applications. The required storage of each design point is the sum of
CNT size (on the y-axis, specified in blue) and the CCT size (on the
x-axis). As you can see, by increasing the number of checkpoints,
CHaRM reaches a point where the performance overhead becomes
negligible (the last column in each matrix). For example, if CPU
vendors wish to optimize for a 𝐴𝑡ℎ𝑟𝑒𝑠ℎ of 512 then they can choose
a CNT size of 16 entries (52 bytes) and CCT size of 128 entries
(144 bytes), which results in a total storage of 196 bytes per bank
and 6.1𝐾𝐵 for 32 banks. Table 4 summarizes the chosen CHaRM
configurations that we will use for the rest of this section (e.g.,

Table 6: Detailed CHaRM andABACuS comparisonw.r.t. area,
static power, and access energy. A↑, P↑, and E↑ refer to the
area, power, and energy improvements of CHaRM, respec-
tively.

𝐴𝑡ℎ𝑟𝑒𝑠ℎ
Area (𝑚𝑚2) A↑ Power (𝑚𝑊 ) P↑ Energy (𝑝𝐽 ) E↑CHaRM ABACuS CHaRM ABACuS CHaRM ABACuS

2048 0.004 0.018 4.5× 0.095 0.482 5.1× 0.498 3.469 7.0×
1024 0.005 0.021 4.2× 0.117 0.503 4.3× 0.539 3.825 7.1×
512 0.009 0.031 3.4× 0.197 0.751 3.8× 0.776 5.010 6.5×
256 0.013 0.049 3.8× 0.297 1.320 4.4× 0.935 7.710 8.2×
128 0.031 0.075 2.4× 0.545 2.267 4.2× 1.844 11.154 6.0×

CHaRM with 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 1024 means that CNT is sized as 8 entries
and CCT as 64). We used the formulas from Section 6 to determine
the 𝑅𝑡ℎ𝑟𝑒𝑠ℎ and 𝑅𝑡ℎ𝑟𝑒𝑠ℎ𝐷 .

8.2 Area, Power, and Energy Analysis
We evaluate the chip area, static power, and access energy of
CHaRM and compare with two prior work, ABACuS and Hydra.
Table 5 shows the detailed analysis for𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512 and𝐴𝑡ℎ𝑟𝑒𝑠ℎ =

128.
Our results show that for𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512, CHaRM requires 6.12𝐾𝐵

total storage compared to 9.46𝐾𝐵 in ABACuS and 61.56𝐾𝐵 in Hydra.
In addition, CHaRM improves the area, power, and access energy by
3.44×, 3.81×, and 18.8×, respectively, compared to ABACuS. These
improvements become even more significant when compared to
Hydra: 5.9× better chip area, 83.8× better static power, and 4.5×
better access energy. This trend holds for extremely low thresholds
as well, where CHaRM can show significant improvements over
ABACuS and Hydra. Note, that Hydra incurs constant overheads
for different thresholds as it uses the same filtering structure for all
(just the numbers of bits for the activation counters change based
on the threshold, e.g., 61.56𝐾𝐵 and 51.44𝐾𝐵 storage for thresholds
of 512 and 128). However, this constant overhead of Hydra is sig-
nificantly larger than the ones in CHaRM for all threshold levels;
in an extreme case of 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128, CHaRM incurs negligible
performance overhead with 26𝐾𝐵 SRAM storage.

Table 6 summarizes the area, static power, and access energy
overheads of CHaRM andABACuS for five different threshold levels.
These results demonstrate at least 3×, 4×, and 6× improvement with
respect to area, power, and energy over the state-of-the-art.

8.3 Performance Evaluation
Figure 11 presents the performance overhead of CHaRM, ABACuS,
and Hydra for single-core workloads for five different thresholds.
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Figure 11: Performance of CHaRM, ABACuS, and Hydra for
single-core workloads. The y-axis shows the instruction per
cycle (IPC), normalized to the baseline with no protection.
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Figure 12: Performance of CHaRM, ABACuS, and Hydra for
4-core workloads. The y-axis shows the instruction per cycle
(IPC), normalized to the baseline with no protection.
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Figure 13: Performance overhead of CHaRM and prior mitigations for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128 and 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512. The y-axis shows the
instructions per cycle (IPC), normalized to the baseline with no protection.

All mitigations incur negligible performance overhead for single-
core workloads (below 1%). For example, CHaRM, ABACuS, and
Hydra each incur 0.85%, 0.13%, and 1.50% performance overhead,
respectively, for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128.

Figure 13 offers a more detailed comparison for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512
and 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128. At low thresholds, three SPEC CPU2017 work-
loads are challenging: 519.lbm, 520.omnetpp, and 549.fotonik3d
as they show high row buffer misses per kilo-instruction, as we
also discussed in Section 5 and Figure 5. For example, CHaRM in-
curs 18.1% performance overhead for 519.lbmwhen𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128,
which is reduced to 6.3% when 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 2048. Additionally, the
results show that ABACuS struggles with 520.omnetpp, incurring
8% performance overhead, and the main reason is that it brings the
spillover counter of ABACuS to the𝐴𝑡ℎ𝑟𝑒𝑠ℎ . In such cases, ABACuS
triggers an entire rank refresh and stops servicing all requests until
all rows are refreshed.

Figure 12 presents the performance overheads for a 4-core setup
where we run 10 workloads with a mix of SPEC CPU2017, YCSB,
and TPC applications. Multi-core workloads show higher perfor-
mance overhead as they introduce higher pressure and traffic on
the Rowhammer trackers. CHaRM and ABACuS incur 2.99% and
5.99% performance overhead for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 2048, respectively. Note
that CHaRM’s performance can be further improved by configuring
larger CNT and CCT tables. In contrast, ABACuS’s performance
and counter requirements are tightly coupled to the threshold and
cannot be improved.

For an extreme case of 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128, CHaRM and ABACuS
incur 5.61% and 3.26% performance overhead, respectively. While
ABACuS shows better performance compared to a specific config-
uration of CHaRM for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128 (as described in Table 4), as

we discussed earlier, CHaRM’s performance can be improved by
increasing the table sizes. Even with doubled table sizes, CHaRM
continues to offer a significantly better efficiency trade-off, as evi-
dent by the comparison in Table 6. More importantly, the primary
goal of CHaRM is to allow CPU vendors to configure its tables to
match the needs of average DRAM devices (e.g., 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 1024),
while still providing a mitigation in place for extreme cases where
devices have a lower threshold (e.g., 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128).

Additionally, Figure 12 shows that Hydra incurs high perfor-
mance overhead at low thresholds, 12.67% for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128, as its
in-CPU filtering saturates and starts accessing the in-DRAM coun-
ters most of the time. However, it shows acceptable overhead for
higher thresholds. Note that CHaRM still provides better efficiency
trade-offs with respect to storage, area, power, and energy for all
threshold levels.

8.4 LLC Size Sensitivity Evaluation
To evaluate CHaRM under different memory contention levels, we
perform a Last-Level Cache (LLC) size sensitivity analysis. We use
the same CNT and CCT configurations described in Table 4.

Figure 14 shows the performance of CHaRM for single-core
workloads, using four different LLC sizes per core: 1MB, 2MB, 4MB
(the default), and 8MB. The results reveal that CHaRM’s single-core
performance is only sensitive to extremely small LLC sizes and low
thresholds. For example, for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128, the slowdown is 6.88%
with a 1MB LLC, but drops to 1.9% with 2MB and 0.85% with 4MB.

Figure 15 presents the corresponding results for multi-core work-
loads. Similarly, we observe increased slowdown under very small
LLC sizes—for instance, a 19.5% slowdown for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128 with
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Figure 14: Performance of CHaRM for single-core workloads
with different LLC sizes. The y-axis shows the instruction per
cycle (IPC), normalized to the baseline with no protection.
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Figure 15: Performance of CHaRM for 4-core workloads with
different LLC sizes. The y-axis shows the instruction per cycle
(IPC), normalized to the baseline with no protection.
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Figure 16: Performance overhead of CHaRM against adversarial traces for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128 and 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512. The y-axis shows the
instruction per cycle (IPC), normalized to the baseline with no protection.

a 4MB shared LLC (i.e., 1MB per core). However, the slowdown is
reduced to 8.66% with an 8MB LLC (2MB per core), and to 5.61%
with a 16MB LLC (4MB per core).

Note that the CNT and CCT tables were sized for the default
4MB LLC per core. Thanks to CHaRM’s flexibility, CPU vendors
can adjust table sizes according to their specific CPU and cache
configurations. For example, by simply doubling the number of
entries in CNT and CCT for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128 (i.e., using a 256-entry
CNT and a 1024-entry CCT), CHaRM incurs only 7.93%, 2.62%, and
0.36% slowdown for shared LLC sizes of 4MB, 8MB, and 16MB,
respectively. Our analysis in Table 6 shows that even with doubled
table sizes, CHaRM offers significantly better efficiency trade-offs
compared to the state of the art.

8.5 Adversarial Performance Evaluation
As we discussed in Section 5.3, CHaRM would issue entire bank
refreshes when the SCC counter reaches the CCT size, i.e., when all
checkpoints in the CCT table are at 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1. This behavior can
be an opportunity for an adversary to force expensive refreshes and
block the DRAM devices, shared with a normal, benign workload.
Such an adversary can saturate the checkpoints in the CCT one
by one. Consider the CHaRM configuration for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512
in Table 4 where the CCT has 128 checkpoints. The adversary
repeatedly activates a row that maps to the first checkpoint entry
𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 times and then evicts this row from the CNT with one
more activation (ensuring the CCT entry is updated). Hence, to
saturate all the entries in the CCT, the adversary requires 512×128 =
64𝐾 activations, which is achievable in a tREFW .

In theory, such an attacker would induce 2× performance over-
head; 64𝐾 × 46 ns to saturate all checkpoints and 64𝐾 × 46 ns to

refresh a bank with 64𝐾 rows. However, this is the case for a worst-
case scenario where the victim utilizes the entire activation band-
width. To better understand the impact on real applications, we
evaluate on a 2-core setup where the attacker runs on one core
and the victim runs on the other core. We assume a strong at-
tacker that has complete knowledge of the hash functions used
in CHaRM. As the victims, we test the SPEC CPU2017, YCSB, and
TPC workloads. Figure 16 shows the performance overhead for
the victims for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512 and 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128. In summary, the
attack incurs only 4.14% performance overhead with𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512,
and 13.69% overhead with 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128. Only memory-intensive
workloads (the same applications as in Figure 5) experience higher
slowdown and mainly for low thresholds. For example, 519.lbm
shows 74% overhead, and 549.fotonik3d shows 53% overhead for
𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 128. However, this overhead is reduced to 50% and 16% for
519.lbm and 549.fotonik3d, respectively, when 𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512.
Overall, our results demonstrate that such performance attacks
have no significant impact on real applications and victims.

9 Discussion
We discuss adding more resiliency to CHaRM against performance
attacks (Section 9.1), how CHaRM scales to systems with a large
number of DIMMs (Section 9.2), combining CHaRM and ABACuS
(Section 9.3), and victim hammer counting optimization in CHaRM
(Section 9.4).

9.1 Resiliency against Performance Attacks
While the results from Section 8.5 already show a low impact from
performance attacks for real applications, we discuss approaches to
make CHaRM even more robust against performance attacks with
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respect to the theoretical performance bounds. The most straight-
forward approach to harden CHaRM is increasing the CCT size.
For example, by doubling the CCT size, the attacker would require
2× more activations to saturate all the entries. In an earlier exam-
ple (𝐴𝑡ℎ𝑟𝑒𝑠ℎ = 512 and CCT size of 128), the performance bound
of the attack reduces from 2× to 33% with a 256-entry CCT table
(128𝐾 × 46 ns for saturating the CCT and 64𝐾 × 46 ns for the stall
refreshing all rows). Our area, power, and energy analysis in Ta-
ble 6 demonstrates that even doubling the tables in CHaRM would
provide significant improvements compared to the state of the art.

Another potential strategy is an adaptive CHaRM design where
it would proactively mitigate some CNT evictions instead of check-
pointing in the CCT table. While our results in Figure 5 show that
naively mitigating all CNT evictions incurs high overhead, an adap-
tive CHaRM design can start mitigating some of the activations
once the SCC counter reaches a certain threshold (e.g., whenever
80% of the checkpoints are saturated). CPU vendors can tune this
mechanism to achieve the best trade-off for their target benchmarks.

Finally, some prior work proposed solutions to detect the adver-
sarial workloads which can be integrated with CHaRM as well [7].

9.2 Supporting Multiple DIMMs
It is common practice to report the overhead of hardware-level
Rowhammermitigationswhen considering the number of banks [36,
42]. Following the same practice, the results presented in Table 5
are for 32 banks. However, a practical deployable in-CPUmitigation
needs to consider the overhead when considering the maximum
number of DRAM devices that can be installed in the system.

We evaluate the SRAM overhead of CHaRM when considering
the maximum deployable DIMMs in a system. For a client CPU, it
is common to have two channels, where each channel is capable of
handling up to two dual-rank DIMMs. This configuration multiplies
the number of banks that CHaRM (and any other in-CPUmitigation)
needs to handle by a factor of 8. For a 𝑅𝑡ℎ𝑟𝑒𝑠ℎ of 2044 as an example,
the total required SRAM overhead is 48.96 KB. A lower-end Intel
Core i5 client CPU features 20MB of L3 cache. Given that L3 is
a subset of available on-die SRAM, CHaRM introduces less than
0.24% overhead for the entire chip when considering the maximum
number of supported DIMMs.

We similarly evaluate the overhead of CHaRMwhen considering
a server CPU that is heavily equipped with DRAM. A recent Intel
Xeon CPU can support up to 8 channels. Considering a two dual-
rank DIMMs per channel, CHaRM requires 195.84 KB of SRAM for a
𝑅𝑡ℎ𝑟𝑒𝑠ℎ of 2044 as an example. Considering 60MB of SRAM for such
a large CPU, CHaRM introduces less than 0.32% overhead for the
entire chip when considering the maximum number of supported
DIMMs. In summary, our analysis shows that CHaRM can mitigate
Rowhammer with a negligible cost when considering real-world
client and server deployments.

9.3 Combining CHaRM and ABACuS
The core idea behind ABACuS (i.e., all-banks-shared counters) is
based on the observation that rows with the same ID are activated
at similar times across all banks. This observation relies on the
assumption that activation counts are maintained individually per
row, similar to Misra-Gries, where each counter entry corresponds

to a single row ID. However, CHaRM uses hashing to evict conflict-
ing CNT entries and share CCT entries amongmultiple rows, which
makes the all-banks-shared observation not beneficial anymore. We
observed that a CHaRM variant that shares the tracker across all
banks experiences more frequent CNT evictions and faster satura-
tion of CCT entries compared to CHaRM alone, resulting in higher
performance overhead at the same storage budget.

Additionally, sharing the tracker across all banks exacerbates
the impact of performance attacks. If the shared tracker becomes
saturated, all banks are stalled. However, with CHaRM, only a
single bank is stalled while the others remain available. ABACuS
also suffers from this issue, as its spillover counter can quickly
exceed the 𝐴𝑡ℎ𝑟𝑒𝑠ℎ , requiring all rows in all banks to be refreshed
before any further requests can be serviced; this is implemented as
forced refreshes for the entire rank in the original paper [36].

9.4 Victim Hammer Counting in CHaRM
Based on the 𝑅𝑡ℎ𝑟𝑒𝑠ℎ definition in Section 6, a victim row experi-
ences a bit flip only if the cumulative number of activations to its
adjacent rows within the blast radius 𝐵 reaches the 𝑅𝑡ℎ𝑟𝑒𝑠ℎ thresh-
old. However, in our design, we conservatively trigger a mitigation
as soon as any aggressor row reaches 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1. To determine
a safe value for 𝐴𝑡ℎ𝑟𝑒𝑠ℎ in Section 6, we assumed a worst-case
scenario where all 𝐵 × 2 aggressor rows surrounding the victim
have independently reached 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1, pushing the cumulative
aggressor activation count close to 𝑅𝑡ℎ𝑟𝑒𝑠ℎ .

Example. Table 4 presents our 𝐴𝑡ℎ𝑟𝑒𝑠ℎ configuration for differ-
ent 𝑅𝑡ℎ𝑟𝑒𝑠ℎ thresholds. For instance, for 𝑅𝑡ℎ𝑟𝑒𝑠ℎ = 508 and 𝐵 = 1,
we configure 𝐴𝑡ℎ𝑟𝑒𝑠ℎ to 128, based on the assumption that a victim
row𝐴 experiences a bit flip if the cumulative number of activations
to its two aggressor rows 𝐴 ± 1 reaches 508. In CHaRM, we trigger
a mitigation whenever the activation count of any of the aggres-
sor rows reaches 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 = 127. This conservative approach
assumes that the other aggressor row has also been activated 127
times, both before and after table resets, such that one additional
activation could induce a bit flip in the victim row. However, such
mitigation may be unnecessary if the other aggressor row has been
activated fewer than 127 times. As a result, this conservative as-
sumption guarantees comprehensive security but may be overly
restrictive for benign applications, and even for certain Rowham-
mer attack patterns that do not evenly distribute activations across
all aggressors (e.g., the Half-Double attack [27]).

A potential performance optimization for benign applications
would be to perform victim hammer counting, i.e., tracking the cu-
mulative activation count of all aggressor rows within the blast
radius of a given victim, and only trigger mitigations when the
victim’s hammer count reaches 𝑅𝑡ℎ𝑟𝑒𝑠ℎ − 1. While this approach
is feasible for in-DRAM mitigations [33], in-CPU mitigations like
CHaRM do not have knowledge about the blast radius and the
physical geometry of the rows. That is, two rows with consecu-
tive addresses (e.g., 𝐴 and 𝐴 + 1) may not be physically adjacent
in DRAM. Therefore, CHaRM adopts aggressor activation count-
ing, and determines a safe 𝐴𝑡ℎ𝑟𝑒𝑠ℎ threshold under the worst-case
assumption that all adjacent aggressors could be simultaneously
activated to 𝐴𝑡ℎ𝑟𝑒𝑠ℎ − 1 (Section 6). Note that in-CPU mitigations
are also not able to directly refresh victim rows of an aggressor.
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Figure 17: Performance of PARA and CHaRM for SPEC
CPU2017 workloads. The y-axis shows the instruction per
cycle (IPC), normalized to the baseline with no protection.

However, by issuing a DRFM command for an aggressor row, the
DRAM device internally refreshes its physically adjacent victim
rows [22].

10 Related Work
To the best of our knowledge, CHaRM is the first flexible and deter-
ministic in-CPU mitigation that breaks the dependency between
the number of counters and the supported thresholds, while demon-
strating significantly lower efficiency overheads compared to the
optimal trackers for any given Rowhammer threshold. In this sec-
tion, we discuss prior proposals to mitigate Rowhammer.

10.1 In-CPU Rowhammer Mitigations
Since the introduction of Rowhammer in 2014, many works have
proposedmitigations to be implemented in thememory controller [26,
30, 36, 37, 42, 44]. These mitigations can be categorized into two
main classes: (1) probabilistic, and (2) deterministic. Probabilistic
mitigations [26, 44, 47, 54, 55] require negligible space as they do
not track the precise state of the activations; however, they lack
deterministic guarantees and incur prohibitively high performance
overheads as they issuemany unnecessarymitigations, especially at
lower thresholds. PARA [26], for example, is Intel’s deployed proba-
bilistic mitigation for DDR5 [19]. Figure 17 shows the performance
overhead of PARA and CHaRM compared to an unprotected base-
line for SPEC CPU2017 workloads. PARA incurs 14.3%, 8.7%, and
5.0% performance overhead for𝐴𝑡ℎ𝑟𝑒𝑠ℎ of 128, 256, and 512, respec-
tively. In comparison, CHaRM has significantly smaller overhead
(below 1% in all cases), while providing deterministic guarantees.

On the other hand, deterministic mitigations introduce low per-
formance overheads; however, they require a large amount of
space to precisely track the activation counts [30, 36, 37, 42, 44].
Graphene [37] was the first work that modeled Rowhammer mit-
igation as a frequent item tracking problem and deployed the
Misra-Gries algorithm to determine the optimal number of coun-
ters needed to track all the rows activated within a refresh window.
Several subsequent works also deployed the Misra-Gries algorithm
to size their counter tables [25, 33, 36, 44, 45]. However, as we
demonstrated in this paper, using the optimal number of counters
is prohibitively expensive. ABACuS [36] is the state-of-the-art that
improves the space requirements of optimal trackers by sharing
the counter tables among all banks, but it still requires thousands
of expensive CAM counters.

Hydra [42] is a relevant mitigation that does not rely on Misra-
Gries. Instead, it stores per-row counters inside DRAM itself. To

alleviate the latency of fetching and updating these per-row coun-
ters, Hydra deploys a set of per-subarray counters as a filtering
mechanism to decide whether it needs to update the per-row coun-
ters. That is, Hydra only needs to update the per-row counters if the
aggregated activation count of a subarray exceeds a certain group
threshold. While this design can be effective for high thresholds, it
incurs high performance overheads at lower thresholds, especially
when running multi-core workloads. This is because the group
thresholds are quickly reached, and the tracker must frequently
update the in-DRAM per-row counters. In addition, Hydra incurs
high area, power, and energy overheads compared to CHaRM (see
Table 4). Finally, Hydra uses the memory bandwidth for tracking
purposes, and more importantly, the in-DRAM counters themselves
become vulnerable to Rowhammer (as they are frequently accessed
inside DRAM, creating an opportunity for attackers to bypass the
mitigation).

10.2 In-DRAM Rowhammer Mitigations
An active line of research explores the possibility of mitigating
Rowhammer inside DRAM. The main challenges of in-DRAM miti-
gations are space and time. DRAM devices are more constrained in
terms of space for implementing a mitigation. In addition, unlike
in-CPU mitigation, earlier in-DRAM mitigations had to be proac-
tive, since they cannot stop servicing memory controller requests
(we will later discuss reactive in-DRAM mitigations).

ProTRR [33] and Mithril [25] propose deterministic in-DRAM
trackers that deploy Misra-Gries for proactive mitigation and size
the tables accordingly. While these mitigations can provide deter-
ministic security guarantees, they require a large amount of space
to implement an optimal tracker. Probabilistic in-DRAM mitiga-
tions [18, 41] address the space challenge by randomly sampling
activated rows in a tREFI for mitigation. However, these mitigations
still suffer from the time challenge of in-DRAM designs, since they
must borrow time from the natural refresh capacity of the device.

To solve the time and space challenge of in-DRAM trackers,
REGA [34] proposes a new circuitry to provide mitigating refreshes
on each activation. This allows REGA to avoid maintaining any
state or counters, or making any assumptions about the blast radius,
and instead continuously apply mitigations. The recent JEDEC
specifications [22] have also introduced RFM and PRAC standards
to address the time challenge of in-DRAM mitigations, which we
will discuss next.

10.3 Deployed In-DRAM TRR
Several mitigations have been introduced and advertised by DRAM
vendors. Since DDR4, DRAM devices have implemented a Target
Row Refresh (TRR) mechanism, though the implementation de-
tails are not documented by vendors. TRR usually does not incur
performance overhead as it uses the natural refresh capacity to
also refresh victim rows. However, many works have demonstrated
attacks that bypass TRR mitigations [12, 16, 20, 21].

Since DDR5, the JEDEC standards have introduced a Refresh
Management (RFM) mechanism. RFM requires the memory con-
troller to track the activations sent to each bank and issue a miti-
gating command, called RFM, to allow the DRAM to mitigate vul-
nerable rows. A more recent update in the JEDEC specification
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introduces Per Row Activation Counting (PRAC). The PRAC stan-
dard maintains per-row counters inside the DRAM arrays, inspired
by Panopticon [3], to address the space challenge. PRAC also intro-
duces an Alert-Backoff (ABO) protocol that allows the DRAM to
request time for mitigation, enabling in-DRAM reactive mitigations.
Several recent works propose mitigations based on PRAC [8, 40, 53].
However, PRAC can introduce performance overheads as it mod-
ifies the timing parameters of the device (e.g., increasing the tRC
from 46 ns to 52 ns). Moreover, PRAC remains an optional feature
in DDR5 specifications.

10.4 Error-Correcting Code (ECC) Memory
Error-Correcting Code (ECC) memory provides a mechanism to
detect and correct bit flips, thereby reducing the attack surface
of the Rowhammer vulnerability. However, such error-correcting
mechanisms are orthogonal to Rowhammer mitigations, although
they can help mitigations like CHaRM become more efficient due
to higher 𝐴𝑡ℎ𝑟𝑒𝑠ℎ . The main reason Rowhammer mitigations are
still needed in the presence of ECC memory is that existing ECC
mechanisms can only correct a limited number of bit flips, and
attackers can still mount successful exploits by inducing uncor-
rectable errors. Prior work has shown that Rowhammer attacks can
bypass even advanced error correction schemes like Chipkill [9].
Other studies have also demonstrated systematic frameworks for
reverse engineering on-die ECC functions [38], enabling attack-
ers to improve the reliability of their Rowhammer attacks. Hence,
even in the presence of ECC, a mitigation like CHaRM is necessary
to provide comprehensive and deterministic security guarantees
against Rowhammer attacks.

10.5 Software-based Rowhammer Mitigations
Many prior works have proposed software-based mitigations to
avoid modifying hardware and to mitigate Rowhammer for existing
CPUs and DRAM devices [1, 4, 6, 28, 52, 57]. However, software
mitigations cannot provide comprehensive security, as they cannot
track all activations. As a result, some of these mitigations have
been defeated by newer attacks [14, 51, 56].

11 Conclusion
In this work, we present CHaRM a deterministic in-CPU mitigation
that efficiently breaks the dependency between the number of coun-
ters and the Rowhammer threshold. CHaRM allows CPU vendors
to configure the mitigation to support average DRAM devices with
negligible efficiency overhead, even scaling to real scenarios where
the CPU is connected to multiple DIMMs. To achieve this, CHaRM
has a fixed number of hashed counters where all rows are mapped
to these counters, called as the Counters Table. Counters Table
tracks the activation count for the most-recently activated rows.
Since now multiple rows are mapped to the same counter, many
collisions occur in the Counters Table and the we would need to
issue mitigative refreshes when evicting a row. However, majority
of these mitigations are unnecessary since the evicted rows have
not reached the threshold. To avoid excessive refreshes, we deploy
a checkpointing mechanism where we save the counter value of
the evicted rows in a Counters Checkpoint Table, instead of ad-
ditional refreshes. When a row is activated again, we restore the

checkpointed counter value in the Counters Table. Our evaluations
demonstrate that CHaRM incurs negligible performance overhead
across all Rowhammer thresholds, while significantly improving
area, power, and energy, e.g., by 3.8×, 4.4×, and 8.2×, respectively,
compared to the state of the art for Rowhammer threshold of 1K.
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